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ABSTRACT

Three dimensional models of the femur and tibia from MRI and CT are used in various studies of knee
biomechanics but morphological errors occur. The objectives were to determine the morphological
errors in 3D bone models from MRI and CT using clinically-adopted imaging protocols, to determine
whether these errors are affected by the method of registration to a gold-standard 3D model, and to
determine whether the slice thickness of CT affects errors. CT and MRI scans of 13 human cadaveric
knees were performed and 3D bone models of the distal femur and proximal tibia were compared to
a gold-standard 3D bone model generated by laser scanning. Registration of the models from MRI and
CT to those from laser scanning was performed using the iterative closest point (ICP) algorithm and
fiducial markers. The key findings were that 1) 3D bone models generated with CT yield submillimeter
accuracy while 3D models generated with MRI yield accuracy worse than 1 mm; 2) CT bone models
slightly overestimate the bone morphology, while the MRl bone models substantially underestimate it;
3) morphological errors of 3D bone models from 0.625 mm and 1.25 mm slice thickness CT scans are
not different; and 4) ICP registration underestimates the morphological errors compared to registration
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with fiducial markers.

Introduction

Subject-specific three-dimensional (3D) bone models of the
distal femur and proximal tibia are used in various applications
related to knee biomechanics. Example applications include
computational models (Donahue et al. 2002, Kang et al. 2017),
study of knee kinematics and tibial contact kinematics using
fluoroscopy (Bellemans et al. 2002, Komistek et al. 2003, Fregly
et al. 2005), design of implants used in total knee replacement
(Kwak et al. 2007, Cheng et al. 2009), presurgical planning of
total knee replacement (My Knee, Truematch Personalized
Solutions) and design and manufacturing of patient-specific
cutting guides for total knee replacement surgery (My Knee,
Truematch Personalized Solutions). Some of these applications
require 3D bone models with submillimeter accuracy. One
such application is the study of kinematics and tibial contact
kinematics using fluoroscopy (Komistek et al. 2003, Fregly
et al. 2005). If the 3D bone model is not accurate, then the
3D bone model-to-2D image registration process, which relies
on matching projections of the 3D bone models to the out-
lines of the bones in the images, is prone to error (Kaptein
et al. 2003, Moro-Oka et al. 2007). Another such application is
design and manufacturing of patient-specific cutting guides
for total knee replacement surgery. Errors in making the distal
and posterior femoral resections as small as 0.5 mm cause
significant increases in tibial force imbalance (Riley et al.

2018a, 2018b) which have been related to poorer patient-
reported outcomes (Gustke et al. 2014).

The 3D bone models are often generated with computed
tomography (CT) or magnetic resonance imaging (MRI), using
low-resolution imaging protocols to reduce ionising radiation
(CT) and scanning time (MRI). However, various sources of error
are inherent to each imaging modality and protocol (e.g. noise)
and to the post processing of the images (e.g. segmentation).
Accordingly, morphological errors necessarily occur in 3D bone
models generated from CT and MRI as demonstrated by studies
comparing these models to a gold-standard 3D bone model
(Gelaude et al. 2008, Rathnayaka et al. 2012, Van Den Broeck
et al. 2014). However, because a number of factors can introduce
artefacts into the determination of morphological errors, it is
important to determine these errors using methods that
minimise or eliminate artefacts.

One factor which can introduce artefacts in the determina-
tion of morphological errors is the gold-standard bone model
per se if it is not accurate. Because gold-standard 3D bone
models are often generated using a surface scanning modality
(e.g. laser scanner or a contacting scanner), one requirement
for accuracy is a method to remove the cartilage and soft
tissue remains from the articular surfaces of the distal femur
and proximal tibia without affecting the size of the bone,
a process known as maceration. The maceration techniques
used in previous studies include the immersion of the
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specimen in sodium hypochlorate (Donahue et al. 2002), or
acetone (Van Den Broeck et al. 2014), and/or boiling (Gelaude
et al. 2008, Van Den Broeck et al. 2014) which have been
found to reduce the overall dimension of the bone by up to
0.2-0.5 mm (Gelaude et al. 2008, Van Den Broeck et al. 2014)
thus affecting the accuracy of the gold-standard bone model.
Bone cleaning via dermestid beetles has been considered the
gold-standard among maceration techniques because it best
preserves the size, shape, colour and mechanical properties of
the bone (Steadman et al. 2006).

A second requirement in generating an accurate gold-
standard 3D model is that the accuracy of the surface scan-
ning modality should be preferably an order of magnitude
better than the error to be detected. If morphological errors of
MRI and CT 3D models range between 0.5 mm to 1 mm, then
the scanner must be accurate within 50-100 um. Previous
studies only report laser scanner errors declared by the man-
ufacturer (Gelaude et al. 2008, Rathnayaka et al. 2012, Van Den
Broeck et al. 2014), which are based on scanning objects with
simple shapes (e.g. gage blocks) and can be considerably
lower than the error when scanning a freeform surface like
a bone (Campanelli et al. 2016).

In addition to generating accurate gold-standard bone mod-
els, another factor which can introduce artefact is the method
used to register the gold-standard bone model to the CT and
MRI bone models. A popular method of 3D-3D registration is
the iterative closest point algorithm (ICP) (Besl and Mckay 1992)
because it is implemented in commercially available software.
However, using ICP to register two models may result in the
underestimation of morphological errors because ICP minimises
the difference in the shapes of the two models. A more
involved but also more accurate method of 3D-3D registration
is based on fiducial markers implanted in the bone, because the
resulting transformation matrix is independent from the intrin-
sic morphology of the models under study.

Previous studies are limited for a variety of reasons. One
reason is that some were subject to one or more of the
artefacts noted above (Gelaude et al. 2008, Rathnayaka et al.
2011, 2012, Van Den Broeck et al. 2014). Other reasons are that
some used high-resolution imaging protocols that were not
clinically adopted (Rathnayaka et al. 2012), did not use a gold-
standard 3D model for comparison (Moro-Oka et al. 2007,
White et al. 2008), and analysed the morphological errors for
only the tibia and not the femur (Van Den Broeck et al. 2014).

The objectives of the present study were threefold. One
was to determine the morphological errors of 3D bone models
of human cadaveric specimens generated with MRl and CT
using clinically adopted imaging protocols and a methodology
that overcomes the limitations noted above. The second
objective was to determine whether morphological errors are
affected by the method of registration using both ICP and
fiducial markers. A final objective was to determine whether
the slice thickness of CT affected morphological errors. The
latter objective was of interest because some clinically
adopted imaging protocols use thicker slices to reduce the
exposure to radiation.

Methods

A total of 13 unpaired fresh-frozen human cadaveric knees
(average age: 81.2 years, age range: 63-101 years, 10 females
and 3 males), each free of radiographic signs of degenerative
joint disease, were included in the study. The knees were
amputated mid-femur and mid-tibia, and the proximal part
of the femur specimen and the distal part of the tibia speci-
men were potted using methylmethacrylate (MMA, Figure 1).

Fiducial markers were fabricated using a 3D printer (Objet
Connex 260V, Stratasys, USA). Each marker consisted of
a hollow sphere within a sphere 28 mm in outside diameter
(Figure 2). Six to seven fiducial markers were attached to each
of the femurs and tibias. Specifically, 4-5 markers were
attached to the potting cup using a nylon-threaded stud and
two-part resin epoxy glue, while the remaining two markers
were attached directly to the bone using nylon-threaded studs
and MMA (Figure 1).

Each knee was scanned with MRI and CT using clinically
adopted imaging protocols for preoperative planning for
patient-specific instruments (MRI) and robotic-surgery (CT)
for total knee arthroplasty. For each specimen, two CT scans
were performed with a 32-slice CT scanner (GE LightSpeed)
using two imaging protocols that differed only in the slice
thickness used, 0.625 mm and 1.25 mm. These two CT proto-
cols were used as they are both commonly used for preopera-
tive planning in TKA. The CT imaging protocol included 120
kVp, smart mA, no slice gap/overlap, a 512 x 512 image
matrix, and a pixel size of 0.39 mm. One MRI scan was per-
formed on each knee with a 1.5 T MRI scanner (GE, Genesis
Signa) and a knee coil using a fast time of flight spoiled
gradient recalled (FAST TOF SPGR) sequence and sagittal slices

Figure 1. Knee specimen after potting and application of the fiducial markers.
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Figure 2. Schematic of the fiducial marker design and attachment to the bone. The design of the fiducial marker includes three structures (Figure 2(a)). The
innermost structure is a hollow sphere 14 mm in diameter, which was designed to be clearly seen in CT images (Figure 2(b), left). The second structure is an annulus
filled with 3D printing MRI-opaque support material with an outer diameter of 24 mm which was designed to be clearly seen in MRI images (Figure 2(b), middle).
The outer surface of the marker was designed to be scanned by a 3D surface scanner (Figure 2(b), right). To remove the support material from the inner sphere, the
marker assembly was designed in two parts, the sphere and the stem, which were glued together after prototyping and cleaning. The stem was tapped so that
a threaded nylon stud could be inserted into the fiducial marker and be connected to the bone through methylmethacrylate or to the cup through epoxy. Figure 2b
shows how the different structures of the markers are visualised in each imaging modality. The diameter of each structure was chosen so that the inner sphere could
be visualised and segmented in at least 11 CT slices at 1.25 mm thickness (22 slices for a CT 0.625 mm), and so that the annulus could be visualised and segmented

into at least 12 MRI slices at 2 mm slice thickness.

with TR =17 s, TE = 4 s, flip angle = 25°, 2 mm slice thickness,
1 mm spacing between slices, a 256 x 256 image matrix
interpolated to 512 x 512 pixels, pixel size = 0.78 mm inter-
polated to 0.39 mm. The MRI scanning plane was set approxi-
mately perpendicular to the flexion-extension axis of the knee.
Because the fiducial markers located farther from the joint
were outside the volume of the knee coil, two additional MRI
scans (one for the femur and one for the tibia) were performed
immediately following the MRI scan of the knee to scan all
fiducial markers in each bone using the same protocol
described above, but using a body coil rather than a knee
coil. Care was taken to position the knee in the knee coil so
that no movement of the specimen occurred between the MRI
of the knee and the two successive MRI scans of the femur and
tibia by using foam objects and towels to fill in the gap
between the knee coil and the knee. Only 11 out of 13 tibias
were included in the analysis as two fiducial markers broke in
each specimen right before laser scanning. Also, one femur
was excluded from the MRI analysis as two fiducial markers
appeared to be highly distorted in the MRI image.

After the MRI and CT scans were performed, the knee
specimen was grossly dissected to remove the soft tissues,
disarticulated, and macerated with dermestid beetles to
remove remaining cartilage and soft tissues. The maceration

via dermestid beetles lasted on average 1 month for each
bone (four colonies of beetles were used in parallel), during
which the bones were water-sprayed every 2-3 days to avoid
desiccation. Finally, the cleaned bones were laser scanned
using a high-accuracy 3D laser scanner to generate a gold-
standard model (GS) of the distal femur and proximal tibia
surface with about 1-1.5 million triangles (Metrascan 3D,
Creaform, Canada). The Metrascan 3D laser scanner captured
the entire 3D anatomy of the bone with only one scan without
the need of performing multiple scans and registering the
scans in post-processing to obtain the entire 3D anatomy.
The repeatability error (root mean square deviation) in scan-
ning a human distal femur five times was 87 microns as
determined by a pairwise comparison of the five 3D models
(Campanelli et al. 2016), while the overall error (RMSE)
reported by the manufacturer in scanning reference objects
is 85 microns. This error was considered acceptable to detect
0.5-1 mm errors in MRI and CT bone models, as required for
this study.

The MRI and CT images of each knee specimen were seg-
mented using the automatic tools in Mimics® v20.0 (Materialise,
Belgium) and refined manually. The CT images were segmented
using a combination of thresholding and manual segmentation.
The MRI images were first segmented using Smart Expand,
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which is a region-growing algorithm implemented by Mimics
that segments the region of interest (ROI) given a few initial
segmented slices. After this initial step, manual segmentation
was still used extensively to refine the selected ROI. Overall, the
segmentation of the femur and tibia took 5 h for the MR images
(about 250 images) and 7 h for the thinner-slice CT images
(about 500 images for the 0.625 mm slice thickness data set).
The fiducial markers were also segmented with Mimics using
a combination of thresholding and manual segmentation for
a total of 546 segmented markers (14 markers per specimen x 3
scans per specimen x 13 specimens).

Mimics was used to reconstruct 3D models of the femur,
tibia and fiducial markers using a variation of the classic ‘march-
ing cubes algorithm’ (Lorensen and Cline 1987). The following
reconstruction settings were used: interpolation method ‘gray
value’, preferred ‘accuracy’, shell reduction to 1, no matrix
reduction applied, and a smoothing factor of 0.5 using 7 itera-
tions. Hence, four femoral and four tibial 3D bone models (MRI
—2 mm, CT—0.625 mm, CT—1.25 mm, GS) were generated for
each knee (Figure 3) and each was exported in stereolitho-
graphic format and furtherly processed to remove any remain-
ing inner surfaces inside the models using a commercially
available software (Geomagic®, 3D Systems, Cary, NC).

The MRI and CT bone models of the femur and tibia were
each registered to the gold-standard models using two meth-
ods (Figure 4). In the first method, the 3D models were regis-
tered using the centres of the spheres generated through
a best-fit of the 3D models of the 6-7 fiducial markers using
a least-squares fitting method implemented in MATLAB®
R2017b (Mathworks, Natick, Massachusetts) (Arun et al.
1987). Before this step, a custom MATLAB routine was written
to identify the best subset of fiducial markers to use for the
registration for each specimen and each imaging modality.
The main goal of this routine was to exclude from the regis-
tration those marker centres that were largely misidentified
because of either image distortion for MRI, 3D printing error,
or improper removal of the 3D printing material inside the
fiducial markers for CT. The MATLAB routine registered the
centres of the fiducial markers of the GS model to the

GS CT CT MRI

0.625mm 1.25mm 2 m

GS CT CT MRI

0.625mm 1.25mm 2 mm

Figure 3. Coronal (a) and axial views (b) of 3D models of the distal femur and
proximal tibia generated from MRI (one protocol), CT (two protocols, 0.625 and
1.25 mm slice thickness), and laser scanning (GS) for a representative knee
specimen. The higher resolution of the GS femur and tibia models can clearly be
seen in these views. The quality of the MRI model is inferior to the quality of the
CT and GS models and the CT 1.25 mm model has a lower resolution than the
CT 0.625 mm model, especially at the edges of the femur trochlea.

centres of the fiducial markers of the CT model using all
possible subsets of markers up to a minimum of four marker
centres. For each subset, the fiducial registration error was
computed as the root mean square distance between each
pair of GS-CT paired markers and the winning subset used for
registration was the one having the lowest fiducial registration
error. The same procedure was used to identify the best
marker subset for registration of the MRI 3D model.

In the second method, the 3D models were registered using
the ICP algorithm implemented in Geomagic 2015.3.1. The
morphological errors of the MRl and CT 3D bone models were
determined through a direct comparison with the GS 3D bone
model by calculating the Euclidean distance between the clo-
sest points on the surfaces of the MRI/CT bone models and on
the surface of the gold-standard model (i.e. deviations). For
each knee, the deviation from the gold-standard was reported
in terms of root mean square deviation (RMSD) and average
deviation (AD), with a positive AD meaning that the MRI/CT
model is on average larger than the gold-standard model.

A two-factor repeated measures analysis of variance
(ANOVA) determined whether imaging modalities at three
levels (MRI—2 mm, CT—0.625 mm, CT—1.25 mm) and regis-
tration method at two levels (ICP and fiducial markers) caused
a change in the morphological errors (i.e. RMSD and AD) in 3D
bone models of the femur and tibia. Tukey's test was used to
compare the mean RMSD between the three levels of imaging
modality. Statistical significance was considered when p < 0.05
for both the ANOVA and Tukey's tests.

Results

The imaging modality chosen to generate the 3D bone mod-
els caused significant changes in the morphological errors
computed in terms of RMSD (p < 0.0001) and AD
(p < 0.0001). The 3D femur and tibia models generated with
CT differed from the corresponding GS model with an RMSD
ranging from 0.3 to 0.5 mm, while the MRI models differed
from the GS model with an RMSD ranging from about 1 to
1.2 mm (Tables 1 and 2, Figure 5). The CT models overesti-
mated the size of the bone, with AD values ranging
0.1-0.2 mm, while the MRI models underestimated the size
of the bone, with AD values ranging —0.7 to —0.8 mm (Tables 1
and 2, Figure 6). Interestingly, Tukey’s test showed no differ-
ences between the 3D bone models generated using the two
CT protocols for the RMSD (p = 0.78).

The registration method chosen to compare 3D bone mod-
els caused significant changes in the morphological errors in
terms of RMSD (p < 0.0001) but not in terms of the AD (p = 0.32,
Figure 6). On average the RMSDs found when registering the CT
and MRI models using ICP were 0.1--0.2 mm smaller than
when using fiducial markers (Table 3).

Discussion

The morphological errors associated with 3D bone models of
the femur and tibia generated from MRI and CT scans must be
considered for applications based on these models. However,
no previous studies have met the many methodological chal-
lenges necessary to accurately determine these errors. Hence,
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Figure 5. Deviation maps representing the morphological errors of the 3D bone
models generated with CT and MRI for a representative knee specimen regis-
tered with the ICP algorithm. The comparison of the MRI model to the gold-
standard (GS) model generated a blue-toned deviation map, meaning that the
MRI bone model is smaller than the GS model. For the CT models, the
comparison with the GS model generated a warm-toned deviation map, mean-
ing that the CT bone model is slightly larger than the GS model.

the objectives of the present study were to determine the
morphological errors of 3D bone models of the knee gener-
ated with clinically-adopted MRI and CT imaging protocols
and to determine whether these morphological errors were
different when using two 3D-3D registration methods and
different CT slice thicknesses. The key findings were that 1)
3D bone models generated with CT using both 0.625 mm and
1.25 mm slice thicknesses yield submillimeter accuracy while

3D bone models generated with MRI yield accuracy worse
than 1 mm; 2) CT bone models slightly overestimate the
bone morphology, while the MRI bone models substantially
underestimate it; 3) there is no difference in the morphological
errors of 3D bone models generated with 0.625 mm and
1.25 mm slice thickness CT scans; and 4) ICP registration
underestimates the morphological errors when compared to
registration with fiducial markers.

This study has certain limitations. First, the segmentation
method used in this study was more lengthy and detail-
oriented than that typically used in a clinical application, in
which segmentation generally cannot take more than 1 h.
Accordingly our results represent a best-case scenario in
terms of accuracy of the 3D bone models that can be gener-
ated with the images collected in this study. Second, the
registration of the 3D models using fiducial markers was not
error-free. Random errors that occurred in the scanning, seg-
mentation and best-fitting spheres to the fiducial markers
affected the correct identification of the centre of each fiducial
marker, thus compromising the accuracy of the registration.
Simulations to evaluate the effect of errors in the coordinates
of the centre of the fiducial markers on the morphological
errors (RMSD and AD) between two identical 3D femur models
(Appendix A) revealed morphological errors of CT and MRI
models of 0.07 mm and 0.23 mm for RMSD, respectively, and
0.0 mm for AD. Thus the true RMSD found for CT and MRI
using fiducial markers as a registration method could be
somewhat lower than the values reported in Tables 1 and 2
because a fraction of the morphological error found resulted
from less than ideal registration of the fiducial markers.
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Table 1. Morphological errors for the 3D femur models. The root mean square
deviation (RMSD) and the average deviation (AD) are averaged across the 13
specimens and reported as mean + standard deviation. The results for both the
registration with fiducial markers (FMs) and the registration with the iterative
closest point (ICP) algorithm are shown for each imaging protocol.

CT 0.625 mm Femur CT 1.25 mm Femur MRI Femur

RMSD with FMs (mm) 0.5+ 0.1 0.5+ 0.1 1.2+ 0.1
RMSD with ICP (mm) 03+ 0.1 0301 1.0+ 0.2
AD with FMs (mm) 0.2 + 0.1 0.2 +£0.1 -0.7 £ 0.2
AD with ICP (mm) 0.2 £ 0.1 0.2 +0.1 -0.8 + 0.2

Table 2. Morphological errors for the 3D tibia models. The root mean square
deviation (RMSD) and the average deviation (AD) are averaged across the 13
specimens and reported as mean + standard deviation. The results for both the
registration with fiducial markers (FMs) and the registration with the iterative
closest point (ICP) are shown for each imaging protocol.

CT 0.625 mm Tibia CT 1.25 mm Tibia  MRI Tibia
RMSD with FMs (mm) 0.5 + 0.1 0.4 + 0.1 1.1+£0.2
RMSD with ICP (mm) 04 £ 0.1 03 +0.1 1.0+ 0.2
AD with FMs (mm) 0.2+ 0.1 0.1 £ 0.1 -0.7 £ 0.1
AD with ICP (mm) 02 £0.1 0.1 + 0.1 -0.7 £ 0.2

This study indicates that when high-accuracy 3D bone
models are needed, CT scanning is the better imaging mod-
ality to use with clinically adopted imaging protocols. CT bone
models yielded submillimeter error because the average RMSD
found was 0.5 mm. This error was most likely due to the
limited image pixel size and slice thickness used, which were
0.39 mm and 0.625 mm, respectively. In contrast, MRI bone
models yielded errors equal to or greater than 1 mm, so their
use should be limited to applications whose outcome would
not be markedly affected by such errors. The higher error
found in the MRI bone models may be partly due to the larger
pixel size of 0.78 mm and slice thickness of 2 mm, and to the
physics of the MRI image generation that may be more prone
to error than CT imaging.

Importantly, a systematic error occurred in the morphology
of these models, with the CT and MRI bone models being
0.1-0.2 mm larger and 0.7-0.8 mm smaller, respectively, than
the gold-standard. These errors may compromise the results of
those applications that are sensitive to the systematic differ-
ence in morphology between the 3D bone model and that of
the patient, such as patient-specific cutting guides. Although
our study focused on morphological errors in bone models

(9 Registration
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created from MRI, similar errors would be expected for bone-
articular cartilage models created from MRI. Accordingly,
a cutting or pinning guide whose design is based on an MRI
bone-articular cartilage model may not seat on the patient’s
articular surface because it has been designed based on
a bone-articular cartilage model which is generally smaller
than that of the patient.

The fact that CT bone models generated with a 1.25 mm
slice thickness yield comparable errors to those of CT bone
models generated with a 0.625 mm slice thickness suggest
that 1.25 mm slice thickness CT scans can be used for applica-
tions such as robotic-assisted total knee replacement (Pearle
et al. 2009, Liow et al. 2014), patient-specific cutting guides
(Hafez et al. 2006, Sassoon et al. 2015) and computational
modelling (Donahue et al. 2002, Harrysson et al. 2007) without
significant loss of accuracy but with the advantages of 1)
reducing the radiation exposure to the patient and 2) having
to store and segment only half of the images necessary for
a 0.625 mm slice thickness CT scan. However one application
where the larger slice thickness is not recommended is the
generation of 3D bone models used for analysis of tibial
contact kinematics in fluoroscopic studies (Komistek et al.
2003). In our experience, the use of the larger 1.25 mm slice
thickness causes flattening of the distal articular surfaces of
the femoral condyles thus introducing error in the computed
contact locations.

The morphological errors of the 3D bone models were on
average 20% systematically lower using the ICP algorithm
than fiducial markers. Hence, when using the ICP algorithm
to register two bone models, it is important to recognise that
the ICP algorithm always reduces the error between the two
bone models and most likely registers the two bone models in
a relative position which is not the correct one if the morphol-
ogy of the two 3D bone models differs. This is an expected
result considering that the ICP algorithm is based on the
minimisation of the morphological differences between two
3D models.

In comparing our results to those previously published, one
previous study generated 3D bone models of nine human tibias
using CT and MRI imaging protocols similar to those used in this
study and compared them to gold-standard bone models gen-
erated with a laser scanner (Van Den Broeck et al. 2014). Their
results for the proximal tibia showed a comparable error for the

1 b) Registration
with ICP

Figure 6. CT image (0.625 mm) of the femur with outlines of the 3D bone models of the gold-standard (GS), MRI, CT 0.625 mm and CT 1.25 mm. Figure 6(a) shows
the outlines of the 3D bone models registered using fiducial markers (FMs), while Figure 6(b) shows the outlines of the 3D bone models registered using the
iterative closest point (ICP). From these figures it can be noted that, for both registration methods, the MRI outline is on average smaller than the outline of the GS,
while the CT 0.625 mm and CT 1.25 mm outlines are very close to each other and on average slightly larger than the outline of the GS.
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Table 3. Differences between the morphological errors found using registration with fiducial markers (FMs) and registration with the iterative closest point (ICP)
algorithm. Differences are averaged across the 13 specimens (FMs-ICP) are reported as mean + standard deviation.

CT 0.625 mm CT 0.625 mm MRI
Femur Tibia CT 1.25 mm Femur CT 1.25 mm Tibia MRI Femur Tibia
RMSD Difference (FMs-ICP, mm) 0.2 £ 0.1 0.1 0.1 0.1+ 0.1 0.1+ 0.1 02+0.2 0.1+0.2
AD Difference (FMs-ICP, mm) 0.0 £0.0 0.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.1 0.1 £0.1 0.1 £0.1
CT bone models to that found in this study (RMSD, 0.6 mm vs Funding

0.5 mm), but a smaller error for the MRl bone models (RMSD,
0.6 mm vs 1.1 mm) (Van Den Broeck et al. 2014). In terms of AD,
they found that both the CT and MRI bone models systematically
overestimated the gold-standard bone model by 0.6 mm and
0.1 mm respectively, which is in contrast with our findings.
However, the previous study used a maceration process which
changed the size of the bone; the combined effect of the acetone
treatment and boiling shrunk the bone specimen and thus the
gold-standard bone model by an average —0.4 mm (Van Den
Broeck et al. 2014). If we apply the —0.4 mm correction to the ADs
found previously (Van Den Broeck et al. 2014), then the CT bone
model would overestimate the gold standard model by 0.2 mm
(0.6 mm-0.4 mm), and the MRI bone model would underesti-
mate the gold standard model by 0.3 mm (0.1 mm-0.4 mm),
which is in a closer agreement to our study. Another study found
an AD equal to 0.6 mm for the CT model of the distal femur
which is higher than in our study, but found that this inflated
value was caused by the shrinking of the bone specimen due to
boiling (Gelaude et al. 2008). Similar systematic errors with the CT
and MRI 3D bone models overestimating and underestimating,
respectively, the gold standard of the distal femur were reported
(Rathnayaka et al. 2012).

In summary, this study demonstrated that CT-based bone
models can be used for applications requiring submillimeter
accuracy, while MRI-based bone models generated with the
protocol used in this study should be used only when
accuracy around 1 mm is acceptable. Further, because the
errors in 3D models based on 0.625 mm and 1.25 mm slice
thicknesses are comparable, the larger slice thickness can be
used in certain applications without loss of accuracy. One
exception is in the generation of 3D bone models to be
used in fluoroscopic studies of tibial contact kinematics.
Additionally, when the morphological errors must be deter-
mined for 3D bone models generated from protocols that
are different from those used in this study, it is important to
consider that using the ICP algorithm as a registration
method will underestimate morphological errors.
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Appendix

A. Maceration and Segmentation Repeatability

To ensure that no change in the bone morphology occurred during the
cleaning process via dermestid beetles, a CT scan of three specimens was
also performed after maceration. The same CT protocol with 0.625 mm
slice thickness, and the same segmentation protocol used for the CT
before soft tissue removal were used for this scan. The 3D bone models
generated from the CT scans performed before and after maceration were
registered using fiducial markers as described above, and differences in
morphology were determined in terms of RMSD and AD. Furthermore, the
repeatability error in the segmentation of the CT images was computed to
ensure that the differences found in the CT models before and after
maceration were not due to repeatability error in the segmentation. The
same set of CT images was segmented five times and the resulting five 3D
models were compared using a pairwise comparison (i.e. ten comparisons)
so that the average RMSD and AD values could be computed.

Small differences were found between the morphology of the CT bone
models generated before and after the soft tissue removal via dermestid
beetles (Table A1), with an average RMSD of 0.3 mm and an average AD of
0.1 mm. These differences are within the repeatability error generated
during segmentation, which were 0.3 mm for RMSD and 0.1 mm for AD
(Table A1). Hence, the maceration using dermestid beetles did not intro-
duce any quantifiable change in morphology.

Table A1. Morphological differences between 3D models generated with CT
before and after soft tissue removal with dermestid beetles (CT femur dermestid
beetles and CT tibia dermestid beetles) and morphological differences between
3D models developed from identical sets of CT images (CT femur segmentation
repeatability and CT tibia segmentation repeatability). The root mean square
deviation (RMSD) and the average deviation (AD) averaged across the three
specimens and across the ten pairwise comparisons, respectively, are reported
as mean + standard deviation.

RMSD (mm) AD (mm)
CT femur dermestid beetles 03 +0.1 0.1 + 0.1
CT tibia dermestid beetles 0.3+ 0.0 0.1+0.0
CT femur segmentation repeatability 03 +00 0.1 0.1
CT tibia segmentation repeatability 03 +£0.1 0.1+£0.1

B. Simulation of Registration Error with Fiducial Markers

Because 3D-3D registration using fiducial markers is not an error-free
process, simulations were performed to evaluate the effect of errors in

the coordinates of the fiducial marker centres on the morphological errors
(RMSD and AD) found between two identical 3D bone models. Error in the
fiducial marker centres mostly derives from random noise intrinsic to the
CT/MRI scanners or laser scanners, the variability of the segmentation
performed in Mimics (for CT/MRI models only), and the variability of the
selection of the surface of the 3D marker model chosen to best fit
a sphere (i.e. some regions of the 3D model of a fiducial marker are not
spherical and should not be selected for the best fit).

The simulations entailed several steps. The first step was to generate
the coordinates of the centres of a set of seven fiducial markers and add
noise to each of the seven sets of coordinates to simulate the random
error generated during the laser scanning of the markers and the best-
fitting of the spheres. The second step was to add a different amount of
noise to a duplicate of the original set of seven marker centres to simulate
the noise generated during MRI/CT scanning, the segmentation of the
markers, and the best-fitting of the spheres. Each error was randomly
sampled from a normal distribution with a mean of 0 mm and
a standard deviation of 0.04 mm for the laser scanned set, and standard
deviations of 0.05 mm and 0.25 mm for the CT and MRI sets, respectively.
These noise levels were chosen based on a test in which the same speci-
mens were CT-scanned, MRI-scanned, and laser-scanned five times each.
For each scan, the location of each fiducial marker centre was identified
and the repeatability error of the location of each fiducial marker centre
for each imaging modality was computed according to ISO standard 5725-
2 (ISO 5725-2 1994: 1994). The third step in the simulation required
registering the two sets of fiducial markers (the laser-scanned set with
the CT set, as well as the laser-scanned set with the MRI set) using a least-
square fitting algorithm (Arun et al. 1987) to generate a transformation
matrix to register two identical 3D bone models, and compute the RMSD
and AD between the two models. Ideally, because the two 3D models
used in the simulation are identical, the AD and RMSD should all be zero.
Two hundred simulations were performed for each of the CT and MRI
femurs.

The simulations showed that for CT, the error in the coordinates of the
fiducial marker centres introduces an increase in the morphological error
of 0.07 mm for RMSD and 0.0 mm for AD. The simulations showed that for
MRI, the error in the coordinates of the fiducial marker centres introduces
an increase in the morphological error of 0.23 mm for RMSD and 0.0 mm
for the AD. For both CT and MR, these results may explain in part the
0.1-0.2 mm difference in RMSD found between the two registration
methods (Table 3). Also the true RMSD found for CT and MRI could
actually be somewhat lower than the values reported in Tables 1 and 2
because a fraction of the morphological error found was generated as
a consequence of the random error in the coordinates of the fiducial
marker centres.
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